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DOUBLE-EXPONENTIAL LOWER BOUND

FOR THE DEGREE OF ANY SYSTEM OF GENERATORS

OF A POLYNOMIAL PRIME IDEAL

A. L. CHISTOV

Abstract. Let A be a polynomial ring in n+ 1 variables over an arbitrary infinite
field k. It is proved that for all sufficiently large n and d there is a homogeneous
prime ideal p ⊂ A satisfying the following conditions. The ideal p corresponds to a
component, defined over k and irreducible over sk, of a projective algebraic variety
given by a system of homogeneous polynomial equations with polynomials in A of
degrees less than d. Any system of generators of p contains a polynomial of degree

at least d2
cn

for an absolute constant c > 0, which can be computed efficiently. This
solves an important old problem in effective algebraic geometry. For the case of finite
fields a slightly less strong result is obtained.

Introduction

In the classical paper [7], Hilbert proved that any polynomial ideal is generated by a
finite number of polynomials. Hence, this is true for a prime polynomial ideal p of an
irreducible component of an algebraic variety given by a system of polynomial equations
in n unknowns of degrees less than d. The problem arose to give upper and lower bounds
for the degrees of the generators of p as functions of d and n. Notice that the degree
of the ideal p itself (see the definition of the degree of an ideal below) is bounded from
above by dn by the Bézout theorem. It is known that there is a system of generators of

p with degrees d2
O(n)

; see Remark 2 below (the case of a nonhomogeneous prime ideal
reduces easily to that of a homogeneous prime ideal). One of the most important open
problems in effective algebraic geometry has been to obtain a similar lower bound for
the degrees of any system of generators of an ideal p. In this paper we solve this old
problem over an arbitrary infinite field; see Theorem 1 below. This implies also the same
lower bound for the stabilization of the characteristic function of a homogeneous p; see
Theorem 1 and Remark 1.

So far, double-exponential lower bounds have been known for binomial ideals; see §1
for more details. These ideals are far from being prime: they have many primary com-
ponents. All attempts to reduce the case of a prime ideal to the known case of binomial
ideals failed. Our construction is simple but ingenious in this sense. We managed to ful-
fill this reduction! The key to all is Lemma 2. But how did we make this discovery? We
did not just stumble upon it. We investigated the problem of effective normalization of
algebraic varieties. It turned out that the construction of a normalization of an algebraic
variety reduces to solving a linear equation aX + bY + cZ = 0 over a polynomial ring.
Simultaneously, as a consequence of our results, we got Lemma 2. We hope to return to
the normalization of an algebraic variety from an algorithmic point of view in one of our
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984 A. L. CHISTOV

next papers. Notice that the problem of solving the equation aX + bY + cZ = 0 over a
polynomial ring is close to that formulated at the end of the Introduction.

Let k be a field with algebraic closure sk. Let n ≥ 0, and let X0, . . . , Xn be variables.
Let a ⊂ k[X0, . . . , Xn] = A be a homogeneous ideal that is not an (X0, . . . , Xn)-primary
ideal. Denote by h(p,m) = dimk(A/a)m the characteristic function of the ideal a, where
(A/a)m is the vector space of homogeneous elements of degree m ≥ 0 in the ring A/a.
Recall that there is a polynomial P =

∑
0≤i≤n−s piZ

i (all pi ∈ Q) of degree degP = n−s

such that h(p,m) = P (m) for all sufficiently large m > 0. By definition, P is the
Hilbert polynomial of A/a. The degree of the ideal a can be defined by the formula
deg a = (n − s)!pn−s. Denote by Z(a) ⊂ Pn(sk) the set of all common zeros of the
polynomials from a in Pn(sk) (similar notation will be used below with other ideals or
families of polynomials and other projective or affine spaces).

Below, in the statements of the theorem, the proposition, the lemmas, and the corol-
lary, the existence of constants c, n0, d0, c0, c1, and so on, is claimed. All these constants
can be computed efficiently. We prove the following result.

Theorem 1. There are constants c > 0, n0 > 0, and d0 > 0 such that, for every
infinite field k, for all integers n > n0 and d > d0 there are homogeneous polynomials
f1, . . . , fν ∈ A, ν ≤ n, such that deg fi < d, 1 ≤ i ≤ ν, and a homogeneous prime ideal
p ⊂ A satisfying the following conditions.

(a) The set of zeros Z(p) ⊂ Pn(sk) of the ideal p coincides with a component, defined
over k and irreducible over sk, of the projective algebraic variety Z(f1, . . . , fν) ⊂
Pn(sk) of all common zeros of the polynomials f1, . . . , fν . Hence, the ideal sk⊗kp ⊂
sk⊗k A is prime. Moreover, p is a primary component of the ideal (f1, . . . , fν) ⊂
A, the height ht(p) is equal to ν, and the projective algebraic variety Z(f1, . . . , fν)
has exactly two components irreducible over sk: Z(p) and some linear subspace
L ⊂ Pn(sk) defined over k.

(b) Suppose that the characteristic function h(p,m) is stable for m ≥ m0, i.e., it
coincides with the Hilbert polynomial of A/p for such m. Then m0 ≥ d2

cn

.
(c) Let a1, . . . , am be an arbitrary system of generators of the ideal p. Then

max1≤i≤m degX0,...,Xn
ai ≥ d2

cn

.

It is quite probable that the word “infinite” in the statement of the theorem can be
removed, thus yielding the result for an arbitrary field; see Remark 5 at the end of §4.
Also, here Remark 4 at the beginning of §3 may be useful. But in this paper we only
prove the following result.

Proposition 1. In the statement of Theorem 1, let us replace the words ‘‘infinite field’’

by the words ‘‘finite field’’ and d2
cn

by d2
c
√

n

in conditions (b) and (c). Further, in
condition (a) let us delete the phrase ‘‘and the projective algebraic variety Z(f1, . . . , fν)
has exactly two irreducible over sk components: Z(p) and some linear subspace L ⊂ Pn(sk)
defined over k’’. Then the resulting statement holds true for finite fields.

Remark 1. It is known, see [5, §§6 and 7], that for any homogeneous ideal a ⊂ A the
following assertion is valid. If the characteristic function h(a,m) is stable for m ≥ m0,
where m0 ≥ 0, then for any admissible ordering of monomials, the reduced Gröbner basis
of a with respect to this ordering of monomials consists of homogeneous polynomials of
degrees at most m0+1. Hence, there is a system of generators of a with degrees at most
m0 + 1.

Here, probably, some details related to the last remark are needed. We shall use the
notation of [5] (but replace n by n + 1). In [5], the constants b0 ≥ b1 ≥ · · · ≥ bn+2 = 0
corresponding to the ideal I = a are considered. Let the integer m0 ≥ 0 be the smallest
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possible such that the characteristic function h(a,m) is stable for m ≥ m0. Then either
m0 = b0 or m0 = b1− 1. More precisely, if m0 = b1− 1, then b0 = b1 and there is no pair
〈h, u〉 in a 0-standard exact cone decomposition of NI with |u| = 0 and deg h = b1 − 1.
On the other hand, by [5, Lemma 7.2], the degrees of the polynomials in the reduced
Gröbner basis under consideration are bounded from above by b0. The assertion of
Remark 1 follows from this.

Note also the correct version of a formula before Lemma 7.2 in [5]: b0 = min{d ≥ b1 :
∀z≥d sϕ(z) = ϕ(z)}. In [5], z > d occurred in place of z ≥ d, which might mislead the
reader. The original version contradicts the definition of bi on p. 765 of [5].

Remark 2. Let P ⊂ A be an arbitrary homogeneous prime ideal of height ht(P) = s,
0 ≤ s ≤ n, and of degree d. We shall suppose additionally that the ideal sk ⊗k P ⊂
sk⊗k A is radical, or equivalently, the variety Z(P) is defined over k. Then, by Lemma 9
and Corollary 1, the characteristic function h(P,m) of this ideal is stable for m ≥
min{(sd)O(n−s+1)n−s

, d2
O(n)}, and P has a system of generators with degrees at most

min{(sd)O(n−s+1)n−s

, d2
O(n)}.

Problem. Are there constants c > 0, n0 > 0, d0 > 0 with the following property:
for all integers n > n0, d > d0 and every field k, there is a homogeneous prime ideal
p ⊂ k[X0, . . . , Xn] with deg p = d and ht(p) = 2 such that assertion (c) of Theorem 1
holds true for p.

§1. Lower bounds for the stabilization of the characteristic function of

a binomial ideal in arbitrary characteristic

A power product in the ring k[X1, . . . , Xn−1] is a monomial Xi1
1 · · ·Xin−1

n−1 for some
integers ij ≥ 0. By definition, a binomial in k[X1, . . . , Xn−1] is a difference of two distinct
power products. A polynomial ideal g ⊂ k[X1, . . . , Xn−1] is said to be binomial if and
only if it has a system of generators q1, . . . , qv consisting of binomials. In a similar way,
the binomials and binomial ideals are defined for the ring A(0) = k[X0, . . . , Xn−1] and
other polynomial rings.

Lemma 1. There are constants c1 > 0, n0 > 0, and d0 > 0 such that for any field k (of
arbitrary characteristic and not necessarily infinite) and for all integers n > n0, d > d0,
there is a homogeneous ideal b ⊂ k[X0, . . . , Xn−1] = A(0) such that b is generated by a
system of homogeneous binomials b1, . . . , bµ of degrees deg bi = mi < d and µ = O(n).
Suppose that the characteristic function h(b,m) is stable for m ≥ m0, i.e., it coincides
with the Hilbert polynomial of A(0)/b for these m. Then m0 ≥ d2

c1n

.

Proof. We show, cf. [11], that the reduced Gröbner basis of any binomial ideal with
respect to any admissible ordering of monomials consists of binomials. Indeed, one can
construct this Gröbner basis by the Buchberger algorithm. Each new polynomial in
the Buchberger algorithm comes from either (i) the reduction of a binomial by another
binomial, or (ii) by the S-polynomial of two binomials. In the two cases (i) and (ii), the
result is again a binomial. This proves the claim.

Moreover, if e1, . . . , eα is the reduced Gröbner basis of the binomial ideal (q1, . . . , qv) ⊂
Q[X1, . . . , Xn−1] with respect to an admissible ordering of monomials for any fixed field
k of zero characteristic (say, for the field of rational numbers k = Q), then, by the same
argument, e1 mod p, . . . , eα mod p is the reduced Gröbner basis of the ideal (q1 mod
p, . . . , qv mod p) ⊂ kp[X1, . . . , Xn−1] with respect to the same ordering of monomials
over any field kp of characteristic p for every prime integer p. Hence, the number of
elements α and the maximum degree max1≤i≤α ei of the reduced Gröbner basis do not
depend on the choice of the field k, in particular, on the characteristic of the field k.
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986 A. L. CHISTOV

In [11], the following assertion was proved (actually, with Q[X1, . . . , Xn] in place of
Q[X1, . . . , Xn−1], but for us it is convenient to formulate it for Q[X1, . . . , Xn−1]). There
are constants c0 > 0, n0 > 0, and d0 > 0 such that for all integers n > n0 and d > d0 there
is an integer µ = O(n) and binomials g1, . . . , gµ ∈ Q[X1, . . . , Xn−1] (they are constructed
explicitly) of degrees deg gi < d, 1 ≤ i ≤ µ, satisfying the following condition. Let the
ideal g = (g1, . . . , gµ) be included in Q[X1, . . . , Xn−1], and let e1, . . . , eα be the reduced
Gröbner basis of g with respect to some admissible ordering < of monomials (this ordering
can be chosen arbitrarily). Then max1≤i≤α deg ei ≥ d2

c0n

. By the preceding arguments,
the same is true with an arbitrary field k in place of Q. In what follows, we shall denote
by e1, . . . , eα the reduced Gröbner basis of the ideal (g1, . . . , gµ) ⊂ k[X1, . . . , Xn−1] with
respect to the ordering < of monomials.

For every 1 ≤ i ≤ µ, we define bi = Xdeg gi
0 gi(X1/X0, . . . , Xn−1/X0) ∈ A(0) to be

the homogenization of gi. Hence bi is a homogeneous binomial in k[X0, . . . , Xn−1]. By
definition, let b = (b1, . . . , bµ) ⊂ k[X0, . . . , Xn−1] be the corresponding homogeneous
ideal. We shall assume without loss of generality that the ordering < of monomials is
degree-compatible, i.e., for all monomials v1, v2 ∈ A the condition deg v1 < deg v2 implies
v1 < v2. Next, consider the admissible ordering of monomials from A(0) that extends
the ordering < on the monomials from k[X1, . . . , Xn−1] and is such that Xi

0 < Xj for
all 1 ≤ j ≤ n and i ≥ 0. Let e′1, . . . , e

′
λ be the reduced Gröbner basis of the ideal b

with respect to the above ordering of the monomials. Then the definition of the Gröbner
basis implies immediately that e′1(1, X1, . . . , Xn−1), . . . , e

′
λ(1, X1, . . . , Xn−1) is a Gröbner

basis with respect to the ordering < of the ideal (g1, . . . , gµ). Since the ordering < on
the monomials in k[X1, . . . , Xn−1] is degree-compatible, we have

max
1≤i≤λ

deg e′i(1, X1, . . . , Xn−1) ≥ max
1≤i≤α

deg ei ≥ d2
c0n

.

Therefore, max1≤i≤λ deg e
′
i ≥ d2

c0n

. Now the assertion of the lemma follows from Re-
mark 1. The lemma is proved. �

A survey of the results on this subject can be found in [11]. All the works here are
based on the initial ideas from [9], where fields of zero characteristic were considered (or,
more precisely, the field of rational numbers). In [9], the proof of Lemma 2 concerning
all possible binomials in a binomial ideal was given for the case of zero characteristic.
D. Yu. Grigoriev (private communication) noticed that there is another simple proof of
that lemma in arbitrary characteristic. It seems that there are no other obstructions for
extending these results to the case of nonzero characteristic. Hence, all lower bounds for
binomial ideals are valid in arbitrary characteristic. In our proof of Lemma 1 we do not
even use Lemma 2 of [9] in nonzero characteristic.

§2. Proof of Theorem 1: Conditions (a) and (b)

The ring of polynomials A = k[X0, . . . , Xn] is graded by the degree with respect to all
the variables X0, . . . , Xn. For a graded A-module M and an integer ν, denote by M(ν)
the graded A-module with the shifted grading. Namely, we can identify the homogeneous
components M(ν)m = Mν+m for every m and this identification induces an isomorphism
of A-modules M(ν) 	 M . This isomorphism is an isomorphism of degree ν of graded
A-modules M(ν) and M .

Let Xn+1, Z1, . . . , Zµ be new variables. Let

Φ = X0XnXn+1 +X3
n +X3

n+1.

We introduce the rings of polynomials A(1) = A[Xn+1] and the ring BΦ = A(1)/(Φ).
Now A, A(1), A(1)[Z1, . . . , Zµ] are rings graded by the total degree with respect to all the
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variables X0, . . . , Xn+1, Z1, . . . , Zµ; i.e., the homogeneous elements of degree m in these
rings are homogeneous polynomials of degree m with respect to all these variables. In
what follows we shall view each graded A(1)-module (respectively, each A(1)[Z1, . . . , Zµ]-
module) M =

⊕
m∈Z

Mm as a graded A-module with the same grading {Mm}m∈Z. The
polynomial Φ is homogeneous. Hence, BΦ and BΦ[Z1, . . . , Zµ] are also graded rings.

Denote by K(1) and K ′ the fields of fractions of A(1) and BΦ, respectively. For an
arbitrary rational function P/Q ∈ K(1) such that P,Q ∈ A(1) and Φ does not divide Q,
we denote by (P/Q) mod Φ the image of this rational function in K ′.

Lemma 2. Let k be an arbitrary field. Let a ⊂ A be a homogeneous ideal such that
Xn ∈ a or a = A. Put

Ba =

{(
z0 + z1Xn+1 + z2

X2
n+1

Xn

)
mod Φ : z0, z1 ∈ A& z2 ∈ a

}
⊂ K ′.

Then Ba is a ring graded in a natural way and a finitely generated A-module. Next, for
the graded A-module Ba we have Ba 	 A⊕A(−1)⊕ a(−1). The ring sk⊗k Ba is integral.
The field of fractions of Ba is K ′, the tensor product sk⊗kK

′ is a field, and the extension
of fields sk ⊗k K ′ ⊃ sk(X0, . . . , Xn) is finite separable.

Proof. The element X2
n+1 mod Φ belongs to Ba because Xn ∈ a. For all x1, x2 ∈ a we

have

x1X
3
n+1/Xn mod Φ = (−x1X

2
n − x1X0Xn+1) mod Φ ∈ Ba,

x1x2X
4
n+1/X

2
n mod Φ = (−x1x2XnXn+1 − x1x2X0X

2
n+1/Xn) mod Φ ∈ Ba,

and Ba is anA-module. Hence, Ba is a ring. We introduce the vector space (Ba)m,m ≥ 0,
of homogeneous elements of degreem of Ba as {P/Xn : P ∈ (A(1))m+1 &P/Xn mod Φ ∈
Ba}. Thus, Ba is a graded ring. The remaining assertions are also straightforward. The
lemma is proved. �

Let b ⊂ A(0) be the ideal as in Lemma 1. We shall suppose without loss of generality
that n0 > 1 in Lemma 1, so that n ≥ 2. Set b′ = bA+(Xn) to be the homogeneous ideal
of A. Set a = b′ in Lemma 2 and B′ = Bb′ . We have A/b′ = A(0)/b. Hence, if dim(B′)m
is stable for m ≥ m0 (i.e., coincides with the Hilbert polynomial of A(0)/b for these m),
then m0 ≥ d2

c1n

+ 1 by Lemma 1.
We shall use recursion to construct graded rings B(0) = B′, B(1), . . . , B(µ) with the

following properties for all i.

(i) The ring sk ⊗k B(i) is integral.
(ii) The extension of rings B(i) ⊃ A is integral.
(iii) Denote by K(i) the field of fractions of B(i). Then the extension of fields

sk ⊗k K(i) ⊃ sk(X0, . . . , Xn) is finite separable.
(iv) For i ≥ 1 there are nonzero λi,1, λi,2, λi,3, λi,4 ∈ k such that the polynomial

ϕi = Zmi+1
i + λi,1X

mi
0 Zi + λi,2X

mi
0 X1 + λi,3X

mi
0 X2

+ λi,4(biX
2
n+1/Xn) mod Φ ∈ B(i−1)[Zi]

is an irreducible element of the ring sk ⊗k K(i−1)[Zi]. By definition, put

B(i) = B(i−1)[Zi]/(ϕi).

Then B(i) 	 B(i−1) ⊕ B(i−1)(−1)⊕ · · · ⊕ B(i−1)(−mi). This is an isomorphism
of graded A-modules.
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For i = 0 these properties follow from the definition of the ring B′. Let 1 ≤ i ≤ µ and
suppose B(i−1) is constructed. We construct B(i). Obviously (i)–(iii) follow from (iv).
So, it suffices to construct a polynomial ϕi as in (iv).

Denote by E(i−1) the integral closure of the ring sk ⊗k B(i−1) in its field of fractions
sk ⊗k K(i−1). Notice that E(i−1)[Zi] ⊃ sk ⊗k B(i−1)[Zi]. Denote by V (i−1) the normal
affine algebraic variety with the ring of regular functions E(i−1)[Zi].

Let α ∈ k be a nonzero element. We introduce the following elements of the ring
sk ⊗k B

(i−1)[Zi]:

ψ1 = Xmi
0 X2, ψ2 = Xmi

0 Zi, ψ3 = Xmi
0 X1,

ψ̃1 = αZmi+1
i +Xmi

0 X2, ψ̃2 = Xmi
0 Zi,

ψ̃3 = Xmi
0 X1 + α(biX

2
n+1/Xn) mod Φ.

Then
V (i−1) ∩ Z(ψ̃1, ψ̃2, ψ̃3) ⊂ V (i−1) ∩ Z(Zi, X0X2).

Hence, by (ii) for i− 1,

(1) dim(V (i−1) ∩ Z(ψ̃1, ψ̃2, ψ̃3)) ≤ dim(V (i−1))− 2.

Next, by (iii) for i − 1, the family X0, X
mi
0 X1, X

mi
0 X2, X3, X4, . . . , Xn, X

mi
0 Zi is

a separable basis of transcendency of the field sk ⊗k K(i−1)(Zi) over sk. Therefore, the
morphism

(2) V (i−1) → A3(sk), z �→ (ψ1(z), ψ2(z), ψ3(z))

is separable dominant, or equivalently, the differential of this morphism at some smooth
point ξ is an epimorphism.

We show that there is a nonempty Zariski open subset U ′′ ⊂ sk (obviously, the number
of elements #(sk \ U ′′) is finite) such that for all α ∈ U ′′ the rational morphism

(3) V (i−1) → P2(sk), z �→ (ψ̃1(z) : ψ̃2(z) : ψ̃3(z))

is separable dominant. Indeed, consider the morphism

ψ̃ : V (i−1) → A3(sk), z �→ (ψ̃1(z), ψ̃2(z), ψ̃3(z)).

Suppose V (i−1) ⊂ An1+2(sk), n1 ≥ n+ 1, and An1+2(sk) has coordinate functions Zi, X0,
. . . , Xn1

. Let h1, . . . , hs ∈ sk[Zi, X0, . . . , Xn1
] be a system of local parameters of the alge-

braic variety V (i−1) at the point ξ. Then the differential of the morphism (2) at the point
ξ is an epimorphism if and only if the differentials dξh1, . . . , dξhs, dξψ1, dξψ2, dξψ3 are

linearly independent over sk. Therefore, the differentials dξh1, . . . , dξhs, dξψ̃1, dξψ̃2, dξψ̃3

are linearly independent over sk for all α in a nonempty Zariski open subset of U ′′ ⊂ sk.

Hence, the morphism ψ̃ is dominant and separable for all α ∈ U ′′. The natural morphism

π : A3(sk) \ {0} → P2(sk) is dominant separable. The morphism (3) is equal to π ◦ ψ̃.
Hence, this morphism is also separable dominant for all α ∈ U ′′. This proves the claim.

Let V ′, V ′′ ⊂ An(sk) be arbitrary affine algebraic varieties. Recall that, by definition,
the intersection of V ′ and V ′′ is transversal if and only if for every irreducible (over sk)
component W of the intersection V ′ ∩V ′′ there is a smooth point z ∈ W such that z is a
smooth point of V ′ and V ′′ simultaneously, and the intersection of the tangent spaces of
the algebraic varieties V ′ and V ′′ at the point z is transversal, where the tangent spaces
are viewed as subspaces of An(sk).

In what follows, unless it is not stated otherwise, we assume that the field k is infinite.
We choose and fix α ∈ U ′′ ∩ k. Recall that V (i−1) ⊂ An1+2(sk). The morphism (3) is
separable dominant, (1) is fulfilled, and n ≥ 2. Hence, we can apply the first Bertini
theorem (see [12, 1], cf. [4]), to the morphism (3). By that theorem, there is a polynomial
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ϕ that is a linear combination of ψ̃1, ψ̃2, ψ̃3 with coefficients from k in general position

and is such that the intersection of Ṽ (i−1) and Z(ϕ) is transversal in An1+2(sk) and
irreducible over sk.

Since E(i−1)[Zi] is integrally closed for any nonzero element ϕ′ ∈ E(i−1)[Zi], the ideal
(ϕ′) ⊂ E(i−1)[Z] is unmixed; i.e., all the associated prime ideals of (ϕ′) have the same
height 1.

In our situation this implies that the ideal (ϕ) ⊂ E(i−1)[Zi] is prime. Hence, the
polynomial ϕ ∈ sk ⊗k K(i−1)[Zi] is irreducible, because E(i−1) is integrally closed. Mul-
tiplying ϕ by a nonzero factor from k, we shall assume without loss of generality that
the leading coefficient with respect to Zi of the polynomial ϕ is 1. Now we put ϕi = ϕ.
Hence, condition (iv) is satisfied. Also, we get λi,3 = α−1 and λi,4 = αλi,2, whence
λi,2 = λi,3λi,4.

We put B = B(µ) and denote by K the field of fractions of B. Then sk ⊗k K is the
field of fractions of sk ⊗k B. By (iii), the extension of fields sk ⊗k K ⊃ sk(X0, . . . , Xn) is
finite separable.

By (iv), the ring B is generated over k by its homogeneous component B1 and
dimk B1 ≤ N + 1, where N = n+ 1 + µ = O(n). Put Xn+1+i = Zi, 1 ≤ i ≤ µ. Suppose
PN (sk) has homogeneous coordinate functions X0, . . . , XN . Then, by our construction,
sk ⊗k B is a homogeneous ring of a projective algebraic variety V ′ ⊂ PN (sk) defined over
k and irreducible over sk. Set P′ to be the homogeneous ideal of the projective algebraic
variety V ′. Put f1 = Φ and

fi+1 = XnX
mi+1
n+1+i + λi,1X

mi
0 XnXn+1+i + λi,2X

mi
0 X1Xn

+ λi,3X
mi
0 X2Xn + λi,4biX

2
n+1 ∈ k[X0, . . . , XN ], 1 ≤ i ≤ µ;

cf. the formulas for ϕi above. Now B = k[X0, . . . , XN ]/P′,

(4) f1, . . . , fµ+1 ∈ k[X0, . . . , XN ], deg fi < d′ = O(d), 1 ≤ i ≤ µ+ 1, N = O(n).

Next, Z(P′) is a component of Z(f1, . . . , fµ+1) defined over k and irreducible over sk.
More precisely, we have a decomposition into the union of two components irreducible
over sk : Z(f1, . . . , fµ+1) = Z(P′) ∪ Z(Xn, Xn+1). Finally, by our construction, P′

is a primary component of the ideal (f1, . . . , fµ+1) ⊂ k[X0, . . . , XN ], with the height
ht(P′) = µ + 1 and the dimension dimZ(P′) = n. Hence, assertion (a) of the theorem
holds true for N , (f1, . . . , fµ+1), P

′ (in place of n, (f1, . . . , fν), p).
By (iv), we have an isomorphism of graded A-modules B 	

⊕
i∈I B

′(−αi), where

the number of elements #I = (m1 + 1) · · · (mµ + 1) is not greater than dµ = dO(n) and
0 ≤ αi ≤ (m1 + · · ·+mµ) ≤ (d− 1)µ = O(nd).

Let α′ = maxi∈I αi. We show that dimk Bm is stable for all m ≥ m0 if and only if
dimk B

′(−α′)m is stable for all m ≥ m0. Indeed, let m′
0 ≥ 0 be the smallest integer

such that dimk B
′
m is stable for all m ≥ m′

0. Observe that m′
0 > 0 by Lemma 1. Then

dimk B
′(−αi)m is stable for all m ≥ m0 if and only if m0 ≥ m′

0 + αi. Hence, dimk Bm

is stable for all m ≥ m′
0 + α′. Put I ′ = {i ∈ I : αi = α′}. Now, if i ∈ I \ I ′, then

dimk B
′(−αi)m is stable for all m ≥ m′

0 +α′ − 1. Suppose that dimk Bm is stable for all
m ≥ m′

0 + α′ − 1. We have an isomorphism of graded modules

B 	
( ⊕

i∈I\I′

B′(−αi)

)
⊕

( ⊕
i∈I′

B′(−α′)

)
.

Therefore, dimk B
′(−α′)m is stable for all m ≥ m′

0 + α′ − 1, a contradiction. The claim
is proved.
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We have B′ 	 A⊕A(−1)⊕ b′(−1) and b′ = Ab+(Xn), where b is the ideal occurring
in Lemma 1. Hence, if dimk Bm is stable for m ≥ m0, then dimk((A

(0)/b)(−α′ − 1))m is
stable for m ≥ m0. Therefore, m0 ≥ d2

c1n

+ α′ + 1 by Lemma 1.

Remark 3. Let P ⊂ A be a homogeneous prime ideal. Let A′ = A[Xn+1, . . . , Xn′ ] for
n′ ≥ n. Consider the homogeneous prime ideal P′ = PA′+(Xn+1, . . . , Xn′) ⊂ A′. Then
the Hilbert function of A/P is stable for m ≥ m0 if and only if the Hilbert function of
A′/P′ is stable for m ≥ m0. Next, the ideal P has a system of generators b1, . . . , bw with
deg bi ≤ v for all i if and only if the ideal P′ has a system of generators b′1, . . . , b

′
w′ with

deg b′i ≤ v for all i.
Now we can consider the prime ideal P′′ = PA′. The Hilbert function of A′/P′′ is

stable form ≥ m0 if and only if the Hilbert function of A′/P′ is stable form ≥ m0+n′−n
(this is proved by using induction on n′ − n; here m0 or m0 + n′ − n may be negative).

The quantities n, d are arbitrary sufficiently large integers. Hence, using our construc-
tion, (4), and Remark 3, and changing the notation (replacing N , P′, d′ by n, P(0), d,
respectively; we leave the details to the reader), we get the following assertion.

(∗) There are constants c2 > 0, n0 > 0, d0 > 0 (they may differ from those in
Lemma 1) such that, for all integers n > n0, d > d0 and every infinite field k,
there are homogeneous polynomials f1, . . . , fµ+1 ∈ k[X0, . . . , Xn], µ < n, with

deg fi < d and a homogeneous prime ideal P(0) ⊂ k[X0, . . . , Xn] satisfying con-
ditions (a) and (b) of Theorem 1 (in which now ν should be replaced by µ+1 and
p by P(0)) with c2 in place of c. Moreover, in accordance with our construction,
ht(P(0)) = µ+1 ≤ n−1. The polynomials f1, . . . , fµ+1 depend on the choice of the
family of the elements α and the elements λi,j, 1 ≤ i ≤ µ, 1 ≤ j ≤ 3; see above.

Finally, P(0) is a primary component of the ideal (f1, . . . , fµ+1) ⊂ k[X0, . . . , Xn],
and the projective algebraic variety Z(f1, . . . , fµ+1) has exactly two components

irreducible over sk : Z(P(0)) and some linear subspace L(0) ⊂ Pn(sk) defined
over k.

§3. Proof of Theorem 1: Condition (c)

Now our aim is to consider (a), (b), and (c) together.

Remark 4. It would be of interest to ascertain that P(0) also satisfies (c) with a constant
c3 > 0 in place of c, and after that take c = min{c2, c3} (actually c2 ≥ c3). Since
2µ+1 = O(n), this would imply, as in the proof of Proposition 1 (see below at the end of
this section) that the following is true. Let us delete from condition (a) the phrase “and
the projective algebraic variety Z(f1, . . . , fν) has exactly two components irreducible over
sk: Z(p) and some linear subspace L ⊂ Pn(sk) defined over k”. Then this new statement
of Theorem 1 is also true for any finite field k, i.e., without any restrictions on the field k.

However, we shall obtain another result, which suffices to prove the theorem.
The set of all (n−s)-tuples (Ls+1, . . . , Ln) of linear forms Lj ∈ sk[X0, . . . , Xn], s+1 ≤

j ≤ n, will be identified with A(n+1)(n−s)(sk).
LetP ⊂ A be an arbitrary homogeneous prime ideal of height s = ht(P), 0 ≤ s ≤ n−1,

and of degree degP = d. Let V = Z(P) ⊂ Pn(sk) be the projective algebraic variety
of all common zeros of the polynomials from P in Pn(sk). Then dimV = n − s. We
shall suppose additionally that the ideal sk⊗k P ⊂ sk⊗k A is radical, or equivalently, the
variety V is defined over k. Denote by M = (X0, . . . , Xn) the maximal homogeneous
prime ideal of A. The following lemma is known for the case where the algebraic variety
Z(P) ⊂ Pn(sk) is irreducible over sk (and actually this case suffices for our purposes).
Still, we would like to prove the lemma in the general case.
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Lemma 3. There is a nonempty Zariski open subset U ⊂ A(n+1)(n−s)(sk) with the fol-
lowing properties. Let an (n− s)-tuple of linear forms (Ls+1, . . . , Ln) belong to U and all
Lj belong to A. Then:

(i) for every integer s ≤ i ≤ n the intersection of V and Z(Ls+1, . . . , Li) is trans-
versal or, which is equivalent in the case under consideration, we have
dim(V ∩ Z(Ls+1, . . . , Li)) = n− i and deg V = deg(V ∩ Z(Ls+1, . . . , Li));

(ii) for every integer s ≤ i < n the number of components of Vi = V ∩Z(Ls+1, . . . , Li)
irreducible over sk is equal to the number of components of V irreducible over sk;

(iii) for every integer s ≤ i ≤ n the algebraic variety Vi is defined over k;
(iv) for every integer s ≤ i < n the projective algebraic variety Vi is irreducible over

k and corresponds to a homogeneous prime ideal PLs+1,...,Li
⊂ k[X0, . . . , Xn] of

height i;
(v) for i = n the projective algebraic variety Vn is a finite set of points in Pn(sk) defi-

ned over k; this finite set corresponds to a homogeneous radical ideal PLs+1,...,Ln
⊂

k[X0, . . . , Xn];
(vi) hence, the ideal sk ⊗k PLs+1,...,Li

⊂ sk ⊗k A is radical for all s+ 1 ≤ i ≤ n;
(vii) for every s + 1 ≤ i ≤ n the ideal P + (Ls+1, . . . , Li) of the ring A is equal to

PLs+1,...,Li
∩QLs+1,...,Li

, where QLs+1,...,Li
is an M-primary ideal or QLs+1,...,Li

= A (we use the same notation (Ls+1, . . . , Li) for the ideal and the (n− s)-tuple
of linear forms, but its meaning is always seen from the context);

(viii) hence, XN
j PLs+1,...,Li

⊂ P+ (Ls+1, . . . , Li) for all 0 ≤ j ≤ n and all sufficiently
large N ≥ 0.

Proof. There is a nonempty Zariski open subset U (0) ⊂ A(n−s)(n+1)(sk) such that for every
(Ls+1, . . . , Ln) ∈ U (0) the intersection of V and Z(Ls+1, . . . , Ln) is transversal, i.e., (i) is
true (here we leave the details to the reader). Let sk ⊗k P =

⋂
j∈J pj be the irredundant

primary decomposition of the ideal sk ⊗k P, where pj ⊂ sk ⊗k A, j ∈ J , are prime ideals.
Then it is known (it is a corollary to the first Bertini theorem; see, e.g., the Appendix
in [4], Theorem 4 (iii) therein) that if we replace U , k, A, P by Uj , sk, sk[X0, . . . , Xn], pj
(for an arbitrary but fixed j ∈ J), respectively, then statements (i)–(v), (vii), and (viii)
will hold true. Put U = U (0) ∩

⋂
j∈J Uj .

Let (Ls+1, . . . , Ln) ∈ U ∩An−s. Now (i) and (ii) are fulfilled. The homogeneous ideal
of the algebraic variety Vi is

⋂
j∈J pj,Ls+1,...,Li

. We have sk⊗kP+(Ls+1, . . . , Ln)sk⊗kA ⊂⋂
j∈J (pj + (Ls+1, . . . , Ln)sk ⊗k A). Hence, by (vii) for pj , we have

(5) sk ⊗k P+ (Ls+1, . . . , Ln)sk ⊗k A =
⋂
j∈J

pj ∩Q
′,

where Q′ is a sk ⊗k M-primary ideal, or Q′ = sk ⊗k A.
We prove (iii). There is a nonzero linear form L0 ∈ A such that Vi \ Z(L0) is a

dense subset in Vi open in the Zariski topology. By (5), the ring of regular functions
on Vi \ Z(L0) defined over sk is sk[V \ Z(L0)]/(Ls+1/L0, . . . , Li/L0). Hence, Vi \ Z(L0)
is defined over k. Denote by ks the separable closure of k. Therefore, the subset
(Vi \ Z(L0))(ks) of Vi is dense with respect to the Zariski topology and is invariant
under the action of the Galois group Gal(sk/k). Hence, by a well-known criterion, Vi is
defined over k. Assertion (iii) is proved, together with (v).

To prove (iv), we note that the Galois group Gal(sk/k) acts transitively on the ir-
reducible over sk components Z(pj,Ls+1,...,Li

) of the algebraic variety Vi. Hence, Vi is
irreducible over k and (iv) is proved together with (vi).

We prove (viii). By (5), we have

XN
j PLs+1,...,Li

⊂ (sk ⊗k P+ (Ls+1, . . . , Li)sk ⊗k A) ∩A = P+ (Ls+1, . . . , Li)
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and (viii) follows. Obviously, (viii) implies (vii). The lemma is proved. �

Let u = {ui,j}, i ∈ {0, s+ 1, s+ 2, . . . , n+ 1}, 0 ≤ j ≤ n, be a family of algebraically
independent elements over the field k, i.e., the transcendency degree of this family over k
is (n− s+2)(n+1). Denote by ku = k(u) the extension of the field k by the elements of
the family u. Put Ui =

∑
0≤j≤n ui,jXj ∈ ku[X0, . . . , Xn], s+1 ≤ i ≤ n, to be the family

of generic linear forms over k. Then the (n − s)-tuple (Us+1, . . . , Un) is a generic point
of U , see Lemma 3, and (Us+1, . . . , Un) ∈ U(Ďku). We extend the ground field k up to ku
and, again, denote by P the ideal of ku ⊗k P ⊂ ku ⊗k A (this will lead to no ambiguity).
Now the ideals PUs+1,...,Ui

are defined for all s ≤ i ≤ n.
We denote by k[u] the polynomial ring with coefficients in k and variables in the family

u, and by k[u,X0, . . . , Xn] the polynomial ring with coefficients in k and with variables
belonging either to u, or to the family X0, . . . , Xn (similar notation will be used with
other variables). Let s+1 ≤ i ≤ n be an integer. Denote for brevityPi−1 = PUs+1,...,Ui−1

,
Pi = PUs+1,...,Ui

. Put

k′′u =
{
P/Q ∈ ku : P,Q ∈ k[u] & degui,n

P ≤ 0, degui,n
Q = 0

}
;

i.e., k′′u is the subfield of ku formed by all elements that do not depend on ui,n. Notice
that the ideal Pi−1 has a system of generators p1, . . . , pγ ∈ k′′u[X0, . . . , Xn] (actually one
can choose all pj ∈ k[u,X0, . . . , Xn] with degui1,j1

pj = 0 for all i1 ∈ {0, i, . . . , n + 1},
0 ≤ j1 ≤ n). We introduce the multiplicatively closed sets

SPi−1
= k′′u[X0, . . . , Xn] \ (p1, . . . , pγ) ⊂ k′′u[X0, . . . , Xn],

Si,n = k[u,X0, . . . , Xn] \ Uik[u,X0, . . . , Xn] ⊂ k[u,X0, . . . , Xn],

S = {Xi
n : 0 ≤ i ∈ Z} ⊂ k[X0, . . . , Xn].

The localization S−1
i,nk[u,X0, . . . , Xn] includes ku[X0, . . . , Xn]. If z is an element of

S−1
i,nk[u,X0, . . . , Xn], then we can substitute ui,n = (−

∑
0≤i≤n−1 ui,jXj)/Xn in z. De-

note by π(z) the result of this substitution. Then, obviously, π(z) ∈ k′′u(X0, . . . , Xn) and
the mapping z �→ π(z) is a homomorphism

π : S−1
i,nk[u,X0, . . . , Xn] → k′′u(X0, . . . , Xn)

of k′′u-algebras. If z ∈ k′′u(X0, . . . , Xn), then π(z) = z. Obviously,

Ker(π) = UiS
−1
i,nk[X0, . . . , Xn].

Lemma 4. In the above notation, suppose that Xn �∈ P. Then for all z ∈ ku[X0, . . . , Xn]
we have π(z) ∈ S−1

Pi−1
k′′u[X0, . . . , Xn]. Next, if z ∈ Pi, then

π(z) ∈ S−1
Pi−1

(k′′u[X0, . . . , Xn] ∩Pi−1).

Finally, if z ∈ k[u,X0, . . . , Xn] ∩Pi, then π(z) ∈ S−1(k[u,X0, . . . , Xn] ∩Pi−1).

Proof. Let z ∈ ku[X0, . . . , Xn]. Then z = P/Q, where 0 �= Q ∈ k[u] and P ∈
k[u,X0, . . . , Xn]. We have π(P ) ∈ S−1k′′u[X0, . . . , Xn] ⊂ S−1

Pi−1
k′′u[X0, . . . , Xn]. Let

degui,n
Q = r. Then Xr

nπ(Q) ∈ k′′u[X0, . . . , Xn]. Hence, it suffices to prove that

Xr
nπ(Q) ∈ SPi−1

. The definition of the homomorphism π implies the formula π(Q) =
q((−

∑
0≤j≤n−1 Xjui,j)/Xn) for a polynomial 0 �= q ∈ k′′u[Z]. Denote by ku(Z(Pi−1))

the field of rational functions on the variety Z(Pi−1) ⊂ Pn(Ďku), defined over ku. We have
Xn �∈ P, and Us+1, . . . , Ui−1 are generic linear forms. Hence, Xn does not vanish at the
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generic point of the algebraic variety Z(P) ∩ Z(Us+1, . . . , Ui−1) ⊂ Pn(Ďku). Therefore,
Xn �∈ Pi−1 and, obviously, i− 1 < n. Let

k′′′u =
{
P/Q ∈ ku : P,Q ∈ k[u] & degui,j

P ≤ 0, degui,j
Q = 0, 0 ≤ j ≤ n

}
;

i.e., k′′′u is the subfield of ku formed by all elements that do not depend on all ui,j ,
0 ≤ j ≤ n. The algebraic variety Z(Pi−1) is defined over k′′′u by Lemma 3 (with the
ground field k′′′u in place of k). Hence,

−
∑

0≤j≤n−1

ui,j(Xj/Xn) ∈ ku(Z(Pi−1))

is a transcendental element over the field ku. Therefore, Xr
nπ(Q) �∈ Pi−1. The claim is

proved.
Let z ∈ Pi. Then z ∈ S−1(Pi−1 + (Ui)) by Lemma 3 (viii) with the ground field ku

in place of k. Hence we can write z =
∑

1≤j≤γ pjqj + Uiq, where the pj are introduced

above and all qj , q belong to S−1ku[X0, . . . , Xn]. Therefore,

π(z) =
∑

1≤j≤γ

pjπ(qj) ∈ S−1
Pi−1

(k′′u[X0, . . . , Xn] ∩Pi−1).

Let z ∈ k[u,X0, . . . , Xn] ∩Pi−1. Then, by what has been proven above,

π(z) ∈ S−1k[u,X0, . . . , Xn] ∩ S−1
Pi−1

Pi−1 = S−1(k[u,X0, . . . , Xn] ∩Pi−1).

This proves the last assertion and all of the lemma. �

Lemma 5. In the above notation, suppose that for some s + 1 ≤ i ≤ n − 1 the ideal
PUs+1,...,Ui

has a system of generators of degrees at most D with respect to X0, . . . , Xn,
where D ≥ 2. Then the following is true.

(i) There exists a system of generators q1, . . . , qβ ∈ k[u,X0, . . . , Xn] of the ideal

PUs+1,...,Ui
such that degX0,...,Xn

qj ≤ D and deguv,w
qj = (Dd)O(n−i) for all v,

w (here and below deguw,v
is the degree with respect to the variable uw,v) with a

universal constant in O(n− i).
(ii) There is a nonempty subset U ′

i ⊂ U open in the Zariski topology and enjoying
the following properties. There is an absolute constant c′4 > 0 such that for every
(Ls+1, . . . , Ln) ∈ U ′

i ∩An−s and every 0 ≤ j ≤ n we have

(6) XN
j PLs+1,...,Li

⊂ PLs+1,...,Li−1
+ (Li)

for some integer N ≤ n(Dd)c
′
4(n−i). Next, there is an absolute constant c4 > 0

such that for every (Ls+1, . . . , Ln) ∈ U ′
i and for all m ≥ n(Dd)c4(n−i) the ho-

mogeneous components (PLs+1,...,Li
)m and (PLs+1,...,Li−1

+ (Li))m (of the ideals
PLs+1,...,Li

and PLs+1,...,Li−1
+ (Li)) coincide.

Proof. We prove (i). Consider the morphism πU : Z(P) → Pn−s+1(Ďku), (X0 : · · · : Xn) �→
(U0 : Us+1 : · · · : Un+1) of projective algebraic varieties. Then, cf. [3], the im-
age πU (Z(P)) is closed in Pn−s+1(Ďku) and defined over ku, deg πU (Z(P)) = d. Also,
πU (Z(P)) = Z(FP), where FP ∈ k[u, Z0, Zs+1, . . . , Zn] is a homogeneous polynomial
with respect to Z0, Zs+1, . . . , Zn such that FP(U0, Us+1, . . . , Un+1) vanishes on Z(P) in
Pn(Ďku), the degree degFP is d, and 0 �= lcZn+1

FP ∈ k[u] (here we denote by lcZn
FP the

leading coefficient of FP with respect to Zn+1). Since πU (Z(P)) is defined over ku and
irreducible over ku, the polynomial FP does not have multiple factors over Ďku and is irre-
ducible over ku. Since 0 �= lcZn+1

FP ∈ k[u], the polynomial FP is separable with respect
to Zn+1, i.e., ∂FP/∂Zn+1 �= 0. Moreover, cf. [3], the morphism Z(P) → πU (Z(P))
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induced by πU is a finite birational isomorphism of projective algebraic varieties defined
over ku.

The polynomial FP is defined uniquely up to a factor from k[u]. In what follows, we
assume without loss of generality that the GCD of all the coefficients from k[u] of the
monomials in X0, . . . , Xn of the polynomial FP is 1. So, we fix FP up to a nonzero factor
belonging to k. We have degui,0,...,ui,n

FP = d for every i ∈ {0, s + 1, s + 2, . . . , n + 1};
see [3, Lemma 9].

Let L0, Ls+1, . . . , Ln+1 ∈ k[u,X0, . . . , Xn] be linear forms with respect to X0, . . . , Xn

in general position. Denote L = (L0, Ls+1, . . . , Ln+1). Let Li =
∑

0≤j≤n li,jXj , where
li,j ∈ ku for all i, j. We substitute ui,j = li,j for all i, j in FP and denote the resulting
polynomial by FP,L ∈ k[u,X0, . . . , Xn]. Since L0, Ls+1, . . . , Ln+1 are in general position,
the polynomial FP,L is separable with respect to Zn+1, degFP,L = degZn+1

FP,L = d,

0 �= lcZn+1
FP,L ∈ k[u], and the polynomial FP,L(L0, Ls+1, . . . , Ln+1) vanishes on Z(P).

Next, denote by πL : Z(P) → Pn−s+1(Ďku), (X0 : · · · : Xn) �→ (L0 : Ls+1 : · · · : Ln+1),
the morphism of projective algebraic varieties. Then the image πL(Z(P)) is closed in
Pn−s+1(Ďku) and defined over ku, deg π(Z(P)) = d, and πL(Z(P)) = Z(FP,L). Moreover,
the morphism Z(P) → πL(Z(P)) induced by πL is a finite birational isomorphism of
projective algebraic varieties defined over ku. In particular, the polynomial FP,L is
irreducible over ku.

Let s ≤ i ≤ n − 1. Put L′ = (L0, Us+1, . . . , Ui, Li+1, . . . , Ln+1), where all Li ∈
k[X0, . . . , Xn] are linear forms in general position. Recall the notation Pi = PUs+1,...,Ui

.
Since L0 is in general position, in what follows we shall assume without loss of generality
that L0 does not vanish on any component of Z(Pi) irreducible over sk. The polynomial
F ′ = FP,L′(Z0, 0, . . . , 0, Zi+1, . . . , Zn+1) ∈ ku[Z0, Zi+1, . . . , Zn+1] (here we substitute 0
for Uj , s + 1 ≤ j ≤ i) is nonzero of degree d, because the leading coefficient of F ′

with respect to Zn+1 is a nonzero polynomial from k[u]. Obviously, the polynomial
F ′ vanishes on Z(Pi). Since the linear forms Li are in general position, the polynomial
FPi,(L0,Li+1,...,Ln+1) is defined and has properties similar to those of the polynomial FP,L;
see above. Now, FPi,(L0,Li+1,...,Ln+1) coincides with F ′ up to a factor f ′ ∈ k[u]. In
particular, the polynomial F ′ is irreducible over ku.

We replace F ′ by F ′/f ′ and denote by k′u the subfield of ku generated over k by the
elements of the family u′ = {uv,j}, s+ 1 ≤ v ≤ i, 0 ≤ j ≤ n. Now all the coefficients of
F ′ belong to k′u

Put tj = Lj/L0, i + 1 ≤ j ≤ n, and Ψ = F ′(1, ti+1, . . . , tn, Z) ∈ k[u, ti+1, . . . , tn, Z].
The polynomial Ψ ∈ ku(ti+1, . . . , tn)[Z] is irreducible and separable with respect to Z,
degZ Ψ = d, and 0 �= lcZ Ψ ∈ k[u]. Hence, for the field of rational functions defined
over ku we have ku(Z(Pi)) 	 ku(ti+1, . . . , tn)[Z]/(Ψ), in accordance with the described
construction. Put

(7) θ = Z mod Ψ ∈ ku(ti+1, . . . , tn)[Z]/(Ψ) 	 ku(Z(Pi)).

Obviously, the coefficients of Ψ belong to k′u.
Put L′′ = (L0, Us+1, . . . , Ui, Li+1, . . . , Ln, Un+1), where the linear forms Li+1, . . . , Ln

are as above. Put F ′′ = FP,L′′(Z0, 0, . . . , 0, Zi+1, . . . , Zn+1) ∈ ku[Z0, Zi+1, . . . , Ln] (here
we substitute 0 for Uj , s+1 ≤ j ≤ i). The rational function F ′′(1, ti+1, . . . , tn, Un+1/L0)
vanishes on Z(Pi) \ Z(L0). Hence, the polynomial F ′′(1, ti+1, . . . , tn, Z) has a root
Z = ξU in the field ku(ti+1, . . . , tn)[θ], and

ξU =
1

ξ(0)

∑
0≤v≤n

( ∑
0≤j<degZ Ψ

ξv,jθ
j

)
un+1,v,
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where all ξ(0), ξv,j are in k[u′, ti+1, . . . , tn], 0 ≤ j ≤ n, ξ(0) �= 0, and the greatest common

divisor GCD v,j{ξ(0), ξv,j} is equal to 1 in the ring k[u′, ti+1, . . . , tn].
Thus, there is a generic point of the algebraic variety Z(PUs+1,...,Ui

) ⊂ Pn(Ďku) of the
form

(8)
Xv

L0
= ξv =

1

ξ(0)

∑
0≤j<degZ Ψ

ξv,jθ
j ∈ k′u(ti+1, . . . , tn)[θ], 0 ≤ v ≤ n.

Next we use estimates for degrees of factors from the algorithm for factoring polynomials;
see [2, Chapter 1, §2, Lemma 1.3]. That lemma is deduced as a direct consequence of
the construction in Theorem 1.1 of [2, Chapter 1, §1]. We apply that lemma to the
following data: the variable Z; the field k; the field ku(ti+1, . . . , tn)[θ]; the element θ;
the polynomial Ψ; the polynomial F ′′(1, ti+1, . . . , tn, Z); the numbers d + 1, d + 1, and
d+1; the family consisting of all elements uv,w, tj , respectively, in place of the variables
X0, . . . , Xn; the field H; the field F ; the element η; the polynomial ϕ; the polynomial f ;
the numbers r, r1, and r2; the family T1, . . . , Tl; see the notation in the Introduction in
[2]. As a result, we get: degZΨ = d, and all the degrees

degtj Ψ, deguv,w
Ψ, degtj ξ

(0), degtj ξv,j , deguv,w
ξ(0), deguv,w

ξv,j

are bounded from above by (d+ 1)O(1), with an absolute constant in O(1) for all j v, w.
Let Iδ be the set of all (i0, . . . , in) such that all iw ≥ 0 are integers and i0+· · ·+in = δ.

Let

F =
∑

(i0,...,in)∈Iδ

Fi0,...,inX
i0
0 · · ·Xin

n

be a homogeneous polynomial of degree δ ≤ D with arbitrary coefficients Fi0,...,in from
the field ku. Then

(9) F (ξ0, . . . , ξn) = 0

if and only if F vanishes on Z(PUs+1,...,Ui
). Let J0 be the set of all j = (ji+1, . . . , jn, j0)

such that all jw ≥ 0 are integers and 0 ≤ j0 < degΨ. Then, by (8) and (7), relation (9)
is equivalent to

(10)
∑
j∈J0

( ∑
(i0,...,in)∈Iδ

aj,i0,...,inFi0,...,in

)
t
ji+1

i+1 · · · tjnn θj0 = 0,

where all aj,i0,...,in are in k[u] and the greatest common divisor GCDj,i0,...,in{aj,i0,...,in}
is equal to 1 in k[u]. Next, the bounds established for the degrees of ξv and Ψ imply
that for every nonzero aj,i0,...,in each index jα is dominated by (Dd)O(1), i+ 1 ≤ α ≤ n,

and deguv,w
aj,i0,...,in = (Dd)O(1) for all v, w. Hence, there is a subset J1 ⊂ J0 such that

the number of elements #J1 is (Dd)O(n−i) and if aj,i0,...,in �= 0, then j ∈ J1. There-
fore, viewing the coefficients Fi0,...,in as unknowns, from (10) we get a linear system∑

(i0,...,in)∈Iδ
aj,i0,...,inFi0,...,in = 0, j ∈ J1, with respect to Fi0,...,in , with coefficients

aj,i0,...,in ∈ ku. Solving this linear system, we find a basis y1, . . . , yγ ∈ k[u,X0, . . . , Xn]
over the field ku of the homogeneous component (PUs+1,...,Ui

)δ of degree δ of the ideal
PUs+1,...,Ui

. In accordance with the algorithm for solving linear systems, we get deguv,w
yj

= (Dd)O(n−i) for all v, w and 1 ≤ j ≤ γ. Assertion (i) is proved.
Now we prove (ii). Performing if necessary a nondegenerate linear transformation

of the coordinate functions X0, . . . , Xn over k, we may assume that Xi �∈ P for every
0 ≤ i ≤ n. Now, it suffices to prove only the first assertion in (ii) with N ′ = (Dd)O(n−i)

in place of N = n(Dd)O(n−i): the entire assertion (ii) for old coordinate functions will
follow immediately (we can take N = (n+ 1)N ′ − n).
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Let y = yj for some 1 ≤ j ≤ γ, and let δ ≤ D. Then, see Lemma 4, we have
π(y) ∈ S−1(Pi−1∩k[u,X0, . . . , Xn]), whence y−π(y) ∈ UiS

−1k[u,X0, . . . , Xn]. We have
proved that degui,n

y = (Dd)O(n−i), with an absolute constant in O(n − i). Therefore,

XN
n π(y) ∈ PUs+1,...,Ui−1

∩ k[u,X0, . . . , Xn] for an integer N ′ = (Dd)O(n−i). Hence,

XN ′

n (y − π(y)) ∈ Uik[u, X0, . . . , Xn]. Thus, XN ′

n PUs+1,...,Ui
⊂ PUs+1,...,Ui−1

+ (Ui).

Similarly, XN ′

j PUs+1,...,Ui
⊂ PUs+1,...,Ui−1

+ (Ui) for every 0 ≤ j ≤ n.
Let δ1 = δ+N ′. We have constructed a basis y1, . . . , yγ of the homogeneous component

(PUs+1,...,Ui
)δ over the field ku. In a similar way, we can construct a basis y′1, . . . , y

′
σ ∈

k[u,X0, . . . , Xn] of the homogeneous component (PUs+1,...,Ui−1
)δ1 . Now for all ρ, j we

can write

(11) XN ′

ρ yj =
∑

1≤α≤σ

bρ,j,αy
′
α + bρ,jUi, bρ,j,α ∈ ku, bρ,j ∈ ku[X0, . . . , Xn].

To complete the proof, we use “specialization of the parameters” uv,j . We leave to the
reader to check that the explicit construction described above admits “specialization of
parameters”; i.e., if (lv,j) belong to a nonempty subset of A(n−s+2)(n+1)(sk) open in the
Zariski topology, then the substitution uv,j = lv,j ∈ k in (7), (8) results in a generic point
of the variety Z(PLs+1,...,Li

) with all Lv =
∑

0≤j≤n lv,jXj . Here Lemma 3 is also used.
Next, again for a nonempty Zariski open subset, we can substitute uv,j = lv,j in y1, . . . , yγ ,
obtaining a basis over the field k for the homogeneous component (PLs+1,...,Li

)δ of de-
gree δ of the ideal PLs+1,...,Li

. This follows from the algorithm for solving linear sys-
tems. A similar assertion is valid for the basis y′1, . . . , y

′
σ of the homogeneous component

(PLs+1,...,Li−1
)δ1 of the ideal PLs+1,...,Li−1

. For all 0 ≤ δ ≤ D, formulas (11), related to
a generic point (uv,i), also admit “specialization of the parameters”. Finally, note that
we have a natural linear projection,

ε : A(n−s+2)(n+1)(sk) → A(n−s)(n+1)(sk),

(L0, Ls+1, . . . , Ln+1) �→ (Ls+1, . . . , Ln),

and for every Zariski open subset W of the affine space A(n−s+2)(n+1)(sk), its image ε(W)
is open in the Zariski topology in the affine space A(n−s)(n+1)(sk). So, using this projection
ε, we get the required subset U ′

i . This proves assertion (ii) and all of the lemma. �

Lemma 6. In the preceding notation, let s = ht(P) = n − 1. Let U ⊂ An(sk) be the
Zariski open subset of linear forms corresponding to the prime ideal P; see above. Then
for every Ln ∈ U ∩ An−s the characteristic function h(PLn

,m) = dimk(A/PLn
)m is

stable for m ≥ (n − 1)d − n + 2. Also, for all m ≥ (n − 1)d − n + 2 we have the
coincidence

(12) (PLn
)m = (P+ (Ln))m

of homogeneous components of degree m of the ideals PLn
and P+ (Ln).

Proof. There are homogeneous polynomials F1, . . . , Fm ∈ k[X0, . . . , Xn] of the same de-
gree d such that Z(P) = Z(F1, . . . , Fm) in Pn(sk) and P is a P-primary component of
the ideal (F1, . . . , Fm) ⊂ k[X0, . . . , Xn]; see [2, 3]. Then for a linear form Ln ∈ U the
ideal P+ (Ln) includes (F1, . . . , Fm, Ln) = PLn

∩Q, where Q is an M-primary ideal or
Q = k[X0, . . . , Xn]. Hence, see [8], the homogeneous components (F1, . . . , Fm, Ln)m =
(PLn

)m of the ideals (F1, . . . , Fm, Ln) and PLn
coincide for m ≥ (n − 1)d − n + 2

and (12) is true. Therefore, see [8], the characteristic function h(PLn
,m) is stable for

m ≥ (n− 1)d− n+ 2; cf. also Lemma 8 below. The lemma is proved. �

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use



DOUBLE-EXPONENTIAL LOWER BOUND 997

Lemma 7. Suppose that the conditions of Lemma 5 are fulfilled for all s+1 ≤ i ≤ n− 1
with the same D. Put U ′ =

⋂
s+1≤i≤n−1 U ′

i , see Lemma 5 (ii), and

D1 = max{n(Dd)c4(n−s−1), sd− s}.

Then, for every (Ls+1, . . . , Ln) ∈ U ′ ∩ An−s and every s ≤ i ≤ n − 1, the characteristic
function

(13) h(PLs+1,...,Li
,m) = dimk(A/PLs+1,...,Li

)m

is stable for m ≥ D1.

Proof. Let (Ls+1, . . . , Ln) ∈ U ′ ∩An−s. Observe that k[X0, . . . , Xn]/(Ls+1, . . . , Ln−1) is
isomorphic to the ring of polynomials over k in s+ 2 variables, and U ′ ⊂ U , where U is
the open set from Lemma 3. We apply Lemma 6 to the ideal

PLs+1,...,Ln−1
/(Ls+1, . . . , Ln−1) ⊂ k[X0, . . . , Xn]/(Ls+1, . . . , Ln−1)

in place of P ⊂ k[X0, . . . , Xn]. As a result, we see that for i = n the characteristic
function (13) is stable for m ≥ sd − s + 1. Now (12) and the exact sequence (14) with
i = n, see below, imply that for i = n − 1 the characteristic function (13) is stable for
m ≥ sd− s. This proves the claim for i = n− 1.

We shall use descending induction on i. Assuming that this characteristic function is
stable for m ≥ D1 for some s+ 1 ≤ i ≤ n− 1, we prove that it is stable for m ≥ D1 also
for i− 1 (in place of i). We have an exact sequence

0 → (A/PLs+1,...,Li−1
)m−1 → (A/PLs+1,...,Li−1

)m

→ (A/(PLs+1,...,Li−1
+ (Li)))m → 0

(14)

of vector spaces, and

(A/(PLs+1,...,Li−1
+ (Li)))m = (A/PLs+1,...,Li

)m for m ≥ n(Dd)c4(n−s−1)

by Lemma 5. Hence, (13) is stable for m ≥ D1 by the inductive assumption. The lemma
is proved. �

End of the proof of Theorem 1. Put P = P(0); see (∗). Hence, by (∗), now ht(P) = s =
µ + 1 and, by the Bézout theorem, degP = degP(0) = d1 ≤ ds, instead of degP = d.
We have s ≤ n − 1 because ht(P(0)) ≤ n − 1. Let D be the smallest integer such
that the conditions of Lemma 5 are fulfilled for all s + 1 ≤ i ≤ n − 1 for P = P(0),
with d1 in place of d. Let U ′

i , s + 1 ≤ i ≤ n − 1, be the sets occurring in Lemma 5
(ii) and let U ′ =

⋂
s+1≤i≤n−1 U ′

i . We apply Lemma 7 with d1 in place of d. So, now

D1 = max{n(Dd1)
c4(n−s−1), sd1 − s}. For i = s, by (∗) we get D1 ≥ d2

c2n

. Therefore,

for all sufficiently large n and d, we have D ≥ d2
c′n

+ 1 for an absolute constant c′ > 0.
Hence, for every (Ls+1, . . . , Ln) ∈ U ′ ∩ An−s, there is an i0 with s + 1 ≤ i0 ≤ n − 1
such that any system of generators of the prime ideal PLs+1,...,Li0

contains a polynomial

of degree at least d2
c′n

+ 1 (the integer i0 may depend on (Ls+1, . . . , Ln)). We choose
and fix (Ls+1, . . . , Ln) ∈ U ′ ∩ An−s such that Z(P(0)) ∩ Z(Ls+1, . . . , Ln) ∩ L(0) = ∅ in
Pn(sk), where L(0) is a linear subspace as in (∗). Now we set p = PLs+1,...,Li0

and c = c′.

Then Z(p) is a component, defined over k and irreducible over sk, of the algebraic variety
Z(f1, . . . , fµ+1, Ls+1, . . . , Li0); see Lemma 3. Put fj = Lj for all µ + 2 ≤ j ≤ i0, and
let ν = i0. Now all the polynomials f1, . . . , fν are well defined, and assertion (a) of the
theorem is satisfied. Obviously assertion (c) is true. By Remark 1, assertion (b) is also
true. Theorem 1 is proved. �
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Proof of Proposition 1. Let p be the ideal constructed in the proof of Theorem 1. Recall
that in that proof we used the first Bertini theorem several times, obtaining elements of k
instead of transcendental elements. Now we would like to avoid applying the first Bertini
theorem. Namely, we replace the family of elements λv,w, 1 ≤ v ≤ µ, 1 ≤ w ≤ 4 (recall

that λi,4 = λ−1
i,3λi,2 and λi,3 = λ1,3 for all 1 ≤ i ≤ µ) by a family λ satisfying the same

relations and such that λ has the maximal possible transcendency degree over k. We
denote the elements of this family λ again by λv,w. Denote by kλ the extension of the field
k by all elements of λ. So, now the transcendency degree of the field kλ over k is 2µ+1.
Next, we replace the family of coefficients of li,j , i ∈ {0, s + 1, . . . , n + 1}, 0 ≤ j ≤ n,
of the linear forms Ls+1, . . . , Ln+1 by a family u of elements ui,j transcendental over
kλ with transcendency degree (n − s + 2)(n + 1). Denote by kλ,u the extension of the
field kλ by all the elements of the family ui,j . So, the transcendency degree of the field
kλ,u over k is 2µ + 1 + (n − s + 2)(n + 1) = O(n2). Let k be a finite field. After the
above replacement, by the construction in the proof of Theorem 1, we get a family of
polynomials f1, . . . , fν ∈ kλ,u[X0, . . . , Xn] (we keep the same notation for them) and a
prime ideal p′ ⊂ kλ,u[X0, . . . , Xn] in place of p ⊂ k[X0, . . . , Xn].

Denote by k[λ, u,X0, . . . , Xn] the polynomial ring over k with the variables from
the families λ, u, X0, . . . , Xn. Put p′′ = p′ ∩ k[λ, u,X0, . . . , Xn]. By construction, all
f1, . . . , fν belong to k[λ, u,X0, . . . , Xn], and all the degrees satisfy degλ,u,X0,...,Xn

fi <
d+ 1.

The ideal p′′ is not necessarily homogeneous with respect to all the variables. To
simplify the notation, we denote all the variables in the families λ, u, X0, . . . , Xn by
Y1, . . . , Ym. Let Am(sk) be the affine space with the coordinate functions Y1, . . . , Ym.
Being finite, the field k is perfect. Hence, Z(p′′) ⊂ Am(sk) is a component defined over k
of the algebraic variety Z(f1, . . . , fν) ⊂ Am(sk). The variety Z(p′′) ⊂ Am(sk) is irreducible
over sk, because the variety Z(p′) ⊂ Pn(Ěkλ,v) is irreducible over Ěkλ,v by condition (a) of
the theorem.

Let Y0 be a new variable. The homogenization of a polynomial a ∈ k[Y1, . . . , Ym] is the

polynomial sa = Y deg a
0 a(Y1/Y0, . . . , Ym/Y0) ∈ k[Y0, . . . , Ym]. Let p′′′ ⊂ k[Y0, . . . , Ym] be

the homogeneous prime ideal generated by all the elements sa with a ∈ p′′. Let Pm(sk) be
the projective space with the homogeneous coordinate functions Y0, . . . , Ym. The projec-
tive algebraic variety Z(p′′′) ⊂ Pm(sk) is the closure with respect to the Zariski topology
of the affine algebraic varieties Z(p′′). Therefore, Z(p′′′) ⊂ Pm(sk) is a component, de-
fined over k and irreducible over sk, of the algebraic variety Z( sf1, . . . , sfν) ⊂ Pm(sk). By
(∗), p is a primary component of the ideal f1, . . . , fν , and ht(p) = ν. Hence, p′′′ is a
primary component of the ideal ( sf1, . . . , sfν) and ht(p′′′) = ν. Thus, see the formulation
of Proposition 1, over the finite field k the modified assertion (a) of Theorem 1 is valid
for m, sf1, . . . , sfν , and p′′′ in place of n, f1, . . . , fν , and p, respectively. Obviously, all the
degrees satisfy degY0,...,Ym

sfi < d+ 1. For the proof of the new versions of assertions (b)

and (c), see the formulation of the proposition, we shall consider also sf1, . . . , sfν and p′′′.
Assertion (c) of Theorem 1 holds true for p′ over the field kλ,u (in place of p over the

field k). Any system of generators of the ideal p′′ is a system of generators of the ideal
p′. Hence, for any system of generators a1, . . . , am of p′′,

max
1≤i≤m

degY1,...,Ym
ai ≥ max

1≤i≤m
degX0,...,Xn

ai ≥ deg d2
cn

.

Therefore, for any system of generators a′1, . . . , a
′
m′ of p′′′ we have

max
1≤i≤m′

degY0,...,Ym
a′i ≥ d2

cn

.

This implies assertion (c) in the new version of the theorem, because n > n0 and d > d0
are arbitrary, m = O(n2), and deg sfi < d+1 for all i; see Remark 3. Moreover, obviously,
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now in (c) we can replace d2
c
√

n

by d2
c
√

n

+ 1, which yields a slightly stronger assertion.
Then the new version of (b) follows from Remark 1. The proposition is proved. �
Remark 5. Let k be a finite field and t a transcendental element over k. Let p ⊂
k(t)[X0, . . . , Xn] be the ideal constructed in the proof of Theorem 1 over an infinite field
k(t). By the proof of Proposition 1, to prove Theorem 1 for k it suffices to verify that,
by applying the first Bertini theorem, one can choose all the coefficients λv,w ∈ k[t] of
the polynomials fv+1, and the coefficients li,j ∈ k[t] of the linear forms Li with degrees

degt λv,w and degt li,j bounded from above by dn
O(1)

.

Remark 6. There is a similar problem for an infinite field k. Let λv,w ∈ k and li,j ∈ k, see
the proof of Theorem 1, correspond to the ideal p. One needs to prove that the lengths

of λv,w ∈ k and li,j ∈ k are bounded from above by dn
O(1)

.

A difficultly related to Remarks 5 and 6 is to estimate the size of the normalization
of an algebraic variety. I could not find an explicit estimate for the normalization in the
literature. However, we see that it can be given. We hope to return to this question
in a forthcoming paper. It seems that there are no other principal difficulties (cf. the
Appendix in [4]).

§4. Upper bounds

We are able to give also upper bounds for the stabilization of the characteristic function
of a homogeneous polynomial prime ideal and for a system of generators of that ideal.
Let P be a prime ideal as in §3, but now we assume that ht(P) = s, 0 ≤ s ≤ n. Thus,
degP = d and the ideal sk ⊗k P ⊂ sk ⊗k A is radical.

Lemma 8. Let Q ⊂ A be a homogeneous ideal such that the ideal sk ⊗k Q ⊂ sk ⊗k A
is radical, the dimension of the variety of zeros dimZ(q) is equal to 0 in Pn(sk), and
degQ = d. Then the characteristic function h(Q,m) is stable for all m ≥ d − 1. In
particular, this is true for a homogeneous prime ideal P ⊂ A (in place of Q) with
s = ht(P) = n such that the algebraic variety Z(P) ⊂ Pn(sk) is defined over k.

Proof. Denote for brevity sA = sk⊗k A. We have h(Q,m) = h(sk⊗k Q,m). Let sk⊗k Q =⋂
1≤j≤d mj be the irredundant primary decomposition of the ideal sk ⊗k Q. Then all

mj ⊂ sA, 1 ≤ j ≤ d, are homogeneous prime ideals of degree 1 and height n. Hence, it
suffices to prove that the characteristic function h(

⋂
1≤j≤δ mj ,m) is stable for m ≥ δ−1.

We use induction on δ. The case of δ = 1 is obvious. There is an exact sequence of
homogeneous components of degree m induced by the exact sequence of homomorphisms
of graded sA-modules,

0 →
(

sA/

( ⋂
1≤j≤δ

mj

))
m

→
(

sA/

( ⋂
1≤j≤δ−1

mj

))
m

× ( sA/(mδ))m

→
(

sA/

(
mδ +

⋂
1≤j≤δ−1

mj

))
m

→ 0.

(15)

There is a homogeneous polynomial ϕ ∈
⋂

1≤j≤δ−1 mj \ mδ such that degϕ = δ − 1.

Therefore, ( sA/(mδ +
⋂

1≤j≤δ−1 mj))m = {0} for m ≥ δ − 1. Hence, by the inductive

hypothesis and (15), the characteristic function h(
⋂

1≤j≤δ mj ,m) is stable for m ≥ δ− 1.
The lemma is proved. �
Lemma 9. In the notation of the beginning of this section, suppose that 1 ≤ s ≤
n− 1. Then the characteristic function h(P,m) = dimk(A/P)m is stable for all in-

tegers m ≥ (sd)(c5(n−s))n−s−1

with an absolute constant c5 > 0. Therefore, by Remark 1,
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the ideal P has a system of generators consisting of homogeneous polynomials of degrees

at most 1 + (sd)(c5(n−s))n−s−1

. Finally, Lemma 8 now implies that for all 0 ≤ s ≤ n

the characteristic function h(P,m) is stable for m ≥ (sd)(c5(n−s+1))n−s

and the ideal
P has a system of generators consisting of homogeneous polynomials of degrees at most

1 + (sd)(c5(n−s+1))n−s

.

Proof. Without loss of generality we may assume that 1 < s < n, so that sd ≥ 2. We
show that for all (Ls+1, . . . , Ln) in a nonempty Zariski open subset of A(n−s)(n+1)(k) and

for all s ≤ i ≤ n− 1, the characteristic function (13) is stable for m ≥ (sd)(c5(n−s))n−i−1

,
and hence, by Remark 1, the ideal PLs+1,...,Li

has a system of homogeneous generators

of degrees at most 1 + (sd)(c5(n−s))n−i−1

with an absolute constant c5 > 0. Indeed, this
is true for i = n − 1 by Lemma 6. We shall use descending induction on i. Assuming
that our claim is proved for some s + 1 ≤ i ≤ n − 1, we check that it is true also for
i − 1 (in place of i). We have the exact sequence (14) of vector spaces. Hence, by the

inductive hypothesis and Lemma 5 with D = (sd)(c5(n−s))n−i−1

, for all (Ls+1, . . . , Ln) ∈⋂
i≤j≤n−1 U ′

j ∩An−s (the set U ′
i is defined at this step of induction in Lemma 5 (ii), and

similarly, the sets U ′
j , i+ 1 ≤ j ≤ n− 1, are defined at the preceding steps of induction)

we have (A/(PLs+1,...,Li−1
+ (Li)))m = (A/PLs+1,...,Li

)m with

m ≥ (sd)(c5(n−s))n−i

≥ (n(sd)(c5(n−s))n−i−1

d)c4(n−i)

for an appropriate constant c5. Therefore, the characteristic function (13) with i− 1 in

place of i is stable for m ≥ (sd)(c5(n−s))n−i

by the inductive hypothesis. The claim is
proved, together with the lemma. �

Lemma 10. In the notation of the beginning of this section, there is an absolute constant
c6 > 0 such that the prime ideal P has a system generators q1, . . . , qw ∈ k[X0, . . . , Xn]
with deg qi ≤ d2

c6n

for all 1 ≤ i ≤ w.

Proof. We can assume without loss of generality that 1 < s < n, see Lemma 8, and
that d > 1. There are homogeneous polynomials F1, . . . , Fm ∈ k[X0, . . . , Xn] of the same
degree d such that Z(P) = Z(F1, . . . , Fm) in Pn(sk) and P is a P-primary component of

the ideal (F1, . . . , Fm) ⊂ k[X0, . . . , Xn]; see [2, 3]. Let F̃1, . . . , F̃s be linear combinations
of F1, . . . , Fm with coefficients from sk in general position. Then, by the first Bertini
theorem (see [12, 1], cf. [4]) applied subsequently s times, in the ring sk[X0, . . . , Xn] we
have

(F̃1, . . . , F̃s) = (sk ⊗k P) ∩ P̃,

where P̃ is a homogeneous prime ideal of the ring sk[X0, . . . , Xn] with ht(P̃) = s and

deg(P̃) = ds − d > 0, and such that P̃ is not a primary component of the ideal sk ⊗k P.
Let sk ⊗k P =

⋂
j∈J pj be the irredundant primary decomposition of the radical ideal

sk ⊗k P. There is a homogeneous polynomial F ∈ P̃ \
⋃

j∈J pj such that degF ≤ ds − d.

Now sk ⊗k P = {z ∈ sk[X0, . . . , Xn] : zF ∈ (F1, . . . , Fm)}. Consider the linear equation

(16) ZF =
∑

1≤i≤s

ZiFi

over the ring of polynomials sk[X0, . . . , Xn]. By [6, 10], in (sk ⊗k A)s+1 the submodule
of solutions (Z,Z1, . . . , Zs) of equation (16) has a system of generators zi, zi,1, . . . , zi,s,
i ∈ I, consisting of polynomials from sk ⊗k A of degrees deg zi, deg zi,j bounded from

above by d2
c6n

for an appropriate universal constant c6 > 0. Now, zi ∈ sk ⊗k A, i ∈ I,
is a system of generators of sk ⊗k P of the required degrees. Since the variety Z(P) is
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defined over k, there is also a system of generators q1, . . . , qw ∈ k[X0, . . . , Xn] of the ideal
P with deg qi ≤ d2

c6n

for all 1 ≤ i ≤ w. The lemma is proved. �
Corollary 1. In the notation of the beginning of this section, there is an absolute constant
c7 > 0 such that the characteristic function h(P,m) of the prime ideal P is stable for
m ≥ d2

c7n

.

Proof. Indeed, by Lemma 8 and [8], there is no loss of generality in assuming that
ht(P) = s ≤ n− 1. By Lemma 10 with the ground field ku in place of k, the conditions
of Lemma 5 are fulfilled for all s+1 ≤ i ≤ n− 1 for D = d2

c6n

+1. Let (Ls+1, . . . , Ln) ∈⋂
s+1≤i≤n−1 U ′

i ∩ An−s; see Lemma 5 (ii). Now the claim follows from Lemma 7. The
corollary is proved. �
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